The Bustle of Bioinformatics: Cloudy with a Chance for Big Data
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Abstract

The rapid pace of data production in scientific research has required new methods for analytical processing and interpretation. In the area of biology, large volumes of data have been challenging to navigate as they are generated from rapidly developing technologies and systems-level investigations. The discipline of bioinformatics has arisen to manage and analyze complex varieties of biological data. In addition to new hardware and software technologies, productivity within the cross-disciplinary arena of bioinformatics has required strategic considerations of personnel, data management architecture, and organizational support. The bustling range of methods and challenges of bioinformatics serves as a powerful example of how computational analyses of scientific phenomena are undergoing revolutionary transformations.
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1. Introduction

The era of so-called “Big Data” is upon us, where large volumes of data ranging from terabytes to exabytes are affecting many areas of research, across both public and private contexts, including physics [1], chemistry [2], astronomy [3], business [4], and biology [5]. In the area of biology, collecting and analyzing large data sets has become essential for multilevel analyses ranging from cells and genes to whole organisms and the evolution of life's diversity. These opportunities are being accelerated by radical reductions in the costs for data production, most notably for genomic sequencing [6]. Here we review big data challenges and solutions impacting the overall area of bioinformatics.

2. Biological Data Avalanche

2.1 New Technologies

More than twenty years ago, a seminal project in bioinformatics began to sequence the entire human genome of several billion base pairs. The first draft was completed in 2000, at a cost of roughly one dollar per base pair [7]. At that time, less than a hundred organisms had been fully sequenced, most of them bacteria and archaea, which have smaller genome sizes than humans and other eukaryotes. Currently, there are more than 3,000 fully-sequenced organisms, with 95% being bacterial and archaeal [8]. It is now possible to sequence an entire human genome for only a few thousand dollars [9]. In 2008, a major wave of improvement in sequencing capacity was “Next-Generation Sequencing” (NGS) where genomic material is first broken into small fragments that are sequenced [10, 11, 9]. Based on overlapping regions, sequenced fragments are then assembled into larger pieces of the original genome [10]. The aggressive pace of new efficiencies in genomic data production is eclipsing another common scenario of exponential growth, Moore's Law. In its original form, Moore's Law stated that the number of transistors on a chip doubles roughly every 24 months [12]. This is often generalized to the speed of computation, or more particularly, the speed at which data can be processed. Between 2001 and 2013, the cost to sequence a megabase of DNA dropped from approximately $5,200 to six cents; the price to sequence an entire human-sized genome dropped from approximately $95,000,000 to $5,000. These numbers represent decreases in costs by factors of 90,000 and 18,000, respectively (a more than fivefold change every 24 months). Concomitant with these reduced costs, there has been more than a million-fold improvement in the rate of DNA sequencing over the past three decades [13], leading to an estimated 15 petabytes per year capacity of genomic sequencing worldwide [5].

Genomic sequencing is only an initial stage of investigation that is often followed by alignment and annotation with respect to reference sequence data and functional inferences from the sequencing pattern. For instance, DNA sequences of protein-coding regions have been used to model the structure of the inferred protein, and help predict dynamics of intermolecular interaction and regulatory effects. Genomic sequencing technologies have been used to sequence mRNA, an intermediate product expressed from protein-coding DNA regions prior to their translation into protein [14]. In an overall methodology referred to as RNA-Seq. NGS has helped quantify levels of both coding and non-coding RNA varieties to reveal changes in transcriptional expression over time [15]. Finally, genomic sequencing data are used to detect genetic variation, including splice variants and single nucleotide polymorphisms [14]. Detection of genetic variation has been integral for multiple initiatives in biological research, including for the analysis of heritable disease [16].

2.2 Bias, Complexity and Sparsity

As databases of biological systems grow, gaps in our knowledge are becoming increasingly apparent. Some of this is due to data that have remained missing from the massive production of biological data. Absence of data can be attributed to differing factors including the extraordinary scope of life's diversity, research agenda, and cost. The level of additional inquiry that is needed is considerable. It is estimated that only 14% of species have been discovered on Earth and 9% in the ocean [17]. Among those that are known, only three thousand have had their genomes fully sequenced [8]. There have been hints and speculation about entire branches of life that are undiscovered. In 2012, a team in
Norway discovered a single-celled eukaryote that did not seem to belong to any known classification of life [18]. In 2011, versions of highly-conserved genes from environmental samples led to the conjecture of a fourth domain of life [19]. Biological data production and collection has been overall biased heavily in favor of a small number of model organisms. Model organisms are often selected based on whether they can be used to answer specific scientific questions and their ease of use in the laboratory. Answers that are obtained from model organisms however do not necessarily hold true for others, even ones that are similar [20].

Despite improved efficiencies for the production of biological data, gaps in experimental analyses remain. For instance, gene expression over time requires samples to be taken across desired intervals, and this can be costly [21]. Even as data sets grow to cover multiple temporal states or other factors of a biological system, major problems have arisen from the Curse of Dimensionality and the Curse of Data Sparsity. The Curse of Dimensionality refers to the fact that large numbers of classes, such as genes, can be present in data sets. A large number of classes often associates with the Curse of Data Sparsity where some of these classes do not have enough sample measurements to provide for conclusive modeling [22]. Another common challenge that follows from sparsity includes the difficulty of profiling the underlying, true distribution of values expected from a class.

2.3 Data Repositories
In addition to raw data available from major public repositories which include genomic, proteomic and other biological data [23, 24], there are over a thousand other biological databases many of which have refined and curated information [25]. In terms of repositories that provide basic annotations and reflect the overall amount of data for gene and protein sequences, the RefSeq and Pfam databases are common starting points for bioinformaticists, and continue to grow dramatically. The RefSeq database [26] contains curated non-redundant gene and protein sequence information. At the time of the first release in June 2003, there were 4.3 billion DNA base pairs representing 65,000 genes, along with 263 million amino acids in the database representing 785,000 proteins. As of March 2014, there were 395 billion base pairs representing 5.5 million genes, along with 13.1 billion amino acids representing 37.8 million proteins. In summary, gene and protein sequence information stored in RefSeq has expanded by more than a magnitude over the past decade [27]. The Pfam database is a catalogue of proteins arranged into protein families [28]. The Pfam database has exploded in size. The first release in 1996 contained 100 protein families comprised of ten thousand proteins and 2.2 million amino acids. The most recent release from 2013 contains 14,800 families comprised of 18.5 million proteins and 4.4 billion amino acids [29].

3. Cloud Computing
Cloud computing refers to the access to software and computing hardware from a provider such that an individual can use these resources irrespective of location [30]. Cloud computing offers on-demand service and an enormous amount of resources to individuals and small organizations, resulting in a high level of scalability [30]. The installation and configuration of software applications within the cloud is expected to drive Software as a Service (SaaS) business models that may be especially fruitful for enabling analyses that would otherwise require applications that are hard to install, maintain and configure. Another aspect of cloud computing that may be very helpful to the bioinformatics community is Data as a service (DaaS). The transfer of large amounts of data can take a long time, and databases may not be well-maintained. A cloud-based service can keep large volumes of data situated in one physical location and the costs of database maintenance can be distributed across the set of users. Here, we list some cloud-based solutions for bioinformatics analyses.

- **NGS sequence analysis workflow tools.** Galaxy is a web-based platform for coordinating workflows across bioinformatics applications, and for which cloud-based implementations have been developed [31, 32, 33]. Eoulsan is a tool that supports multiple analysis tasks on distributed computers, and can be used with Galaxy [34].
- **Sequence similarity comparison.** BLAST searches for sequences that are close to a query sequence [35]. A cloud-based implementation of BLAST is called CloudBLAST [36].
- **Scalable searching of large sequence data.** BioPig is a Hadoop-based toolkit that breaks down and process large datasets across multiple computers such as in a cloud [37]. BioPig is designed for scalable sequence analysis (up to 500 gigabytes of sequence data) and for ease in programming. SeqPig is another library and toolkit based on Hadoop [38].
- **Read mapping to reference genomes.** CloudAligner [39] and CloudBurst [40].
- **Assembly of reads without a reference genome.** Contrail [41].
- **SNP calling.** Crossbow [42].
- **Analysis of differential RNA expression.** Myrna [43].
- **Conversions of BAM files.** Hadoop-BAM processes NGS alignments that are stored in BAM (Binary Alignment/Map) format [44].
- **Protein-ligand binding sites.** Cloud-PLBS (Cloud Protein-Ligand Binding Site) [45].
- **Digital subtraction.** Human sequencing data may contain sequencing reads from host-associated microorganisms [46]. Pathseq is a cloud-based tool for subtractive identification of microbial sequences in human sequence data [47].

4. Parallel Processing
4.1 Parallel Computing Hardware
Parallel computing, as opposed to regular serial computing, refers to the use of more than one processing unit, such as a chip core or separate computer, to complete a task. By separating a problem into smaller pieces, many computers can
work on the pieces and solve the problem faster. There are two general categories of parallel computing: distributed computing and cloud computing.

Distributed or grid computing is a software system in which components are located on a network of computers and actions are coordinated through message passing without a central server [48]. Cloud computing is similar to distributed computing; the primary difference is for cloud computing to operate in a business model that outsources equipment maintenance overhead to an external organization [49]. Folding@Home [50] is a distributed computing project that simulates protein folding, computational drug design, and other types of medical dynamics. This project uses idle processing resources of thousands of personal computers owned by volunteers. As of March 2014, all of the Folding@Home computers taken together have a speed of nearly 43,000 teraflops [51], faster than the fastest supercomputer on Earth, the Tianhe-2 [52]. Another distributed computing project is Rosetta@home for protein structure prediction [53].

Cluster computing is an architecture of parallel computing where many nodes, each having several processors and disks, are linked together by high-speed interconnections [54]. For large enterprises, this allows for optimizations across hardware architecture, since there is full control over the hardware, and cluster computing does not have the same privacy concern as with cloud computing, because data remain within the network. Major research institutions and universities often have a cluster computing infrastructure dedicated for bioinformatics research.

2.4 Parallel Programming

In order for multiple pieces of hardware to work together in parallel, the programs themselves must be written to work in a parallel fashion so that the data can be processed. A number of tools are available for parallel programming, such as OpenMP [55], Message-Passing Interface (MPI) [56] and CUDA [57], which makes use of graphics cards. The programmer must also take into account the type of problem, which affects the approach used.

There are two broad categories of parallel programming problems. The easier and faster type is the so-called “embarrassingly-parallel” problem. This type of problem can be broken up into different parts so that each computing unit can work on its own without the need for communication between units. The final result can then be combined when needed. An example in bioinformatics is the BLAST algorithm, mentioned earlier [35]. One way to parallelize BLAST is to divide query sequences among the different processors, and then pool together the overall set of results from each list of queries [58].

Another type of parallelism is referred to as distributed. In this case, the different computing units must communicate with one another in order to solve the problem. BLAST can be parallelized in this way by splitting up the sequence database into smaller databases. The full list of queries is searched against each sub-database; intermediate results from each sub-database are then merged and the search is refined [59, 60]. Another example of distributed parallelism is the Folding@home project that seeks to determine the correct three-dimensional structures of proteins from their sequence of amino acids [50].

5. Parallel Algorithmic Strategies

Several primary algorithmic strategies in the analysis of large biological data sets include parallel processing, transformation of data structures, and data set reduction. These strategies are interrelated. While parallel processing offers great advantages, depending on the problem, it may not always increase computational throughput and reduce memory usage to adequate levels. One solution is to use different data structures. This has been an essential approach for metagenomics. Metagenomics is the process of sampling genomic sequences from the environment, especially for scenarios involving multiple, diverse lineages. The multitude of sequences are broken up into smaller reads and assembled to comparatively profile the diversity of organismal lineages and genomic content within that environment. A common method is to use connectivity graphs called de Bruijn graphs [61]. However, the assembly of de Bruijn graphs requires a great deal of memory, because many sequences must be compared at once. Depending on the number of reads in the metagenomic sample, terabytes of memory may be required [61]. A recent innovation for de Bruijn-based approaches has been the use of a data structure called a Bloom filter [61]. Bloom filters are based on an indexing structure that works within a fixed memory limit by implementing membership queries through a probabilistic structure, and the memory needed for graph traversal decreases by 95.0% to 97.5% compared to other de Bruijn-based approaches.

Another interesting strategy for dealing with the ever-increasing amount of raw data is to only utilize a subset for analysis. While this does not provide for a fully exact treatment, in many cases it can provide an answer that is essentially the same as an exact one. A very common type of subsampling is called bootstrapping, which repeatedly subsamples items in a data set in order to estimate a statistic from the overall distribution [62]. In this way, only some data need to be examined. Bootstrapping is classified as an embarrassingly-parallel problem, so parallel programming methods can be used with it [63]. A recent development has made use of a variation of bootstrapping, called Bag of Little Bootstraps [63] which averages the results of several groups of bootstrapped subsamples. This method has been shown to provide accurate confidence intervals of data, including biological data, in a much faster time period than other bootstrapping methods.

Other methods for subset selection are based on reducing the level of data associated with each specimen or item being analyzed across a group. One such method is feature selection, which only looks at a restricted set of features in high-dimensional data sets [64]. Another strategy has been for reducing sequence assembly data sets in a method called “Digital Normalization.” During sequence assembly, multiple overlapping reads can map to the same place in the genome, providing a depth of coverage. Without knowing the underlying sequence of an organism, it is possible to estimate coverage by examining the numbers of different k-mers, or possible “words” of size k, within the reads. Digital
normalization recognizes that only a particular level of median coverage may be needed across the genome to get a satisfactory result. Therefore, if it determines that a new read has coverage above a certain threshold, it simply discards it. In practice, digital normalization requires a much lower amount of memory and time compared to other assembly methods and has comparable error rates [65].

6. The Human Enterprise

As it spans from human activity to endpoints of productivity, there are economic implications and disciplinary factors to the navigation of large-scale biological data. Increased time and resources for upstream and downstream analyses are becoming major costs for projects with large biological data sets [66]. Efficiency to these investments relies upon decisions associated with hardware and software infrastructure, comprehensiveness of data collection and analysis, and the recruitment, training, and selection of personnel. Inefficiencies may be expected to have profound implications for important areas of application including human health, and we suggest that there may be additional instances beyond those travails that have been well-publicized such as caBIG and HL7 [67, 68]. Strategic investment into the next generation of qualified cross-disciplinary personnel for big data biology is essential for scientific advancement [69].

The nuts-and-bolts aspect of being cross-disciplinary has increasingly required researchers in the life sciences to adopt scripting environments such as python, R, and the command-line to be their 21st century “scientific calculator.” Scripting environments have an ideal sandbox-type framework for inventiveness and emulation. These environments help surmount the lack of prior art upon the changing landscape of biotechnologies and research questions and to emulate analyses that may not be directly reproducible due to bioinformatics tools and algorithms whose guidelines for usage are complex or cryptic, whose overall testing and usage is limited, or whose maintenance has atrophied [70].Scripting environments expedite the revisiting of basic assumptions upon which an infrastructure of bioinformatics software may be built. For instance, significant debate and discussion has been ongoing with categorizations of species [71, 72], noisiness of coverage and annotation [73], measurement of evolutionary pressure and change [74, 75], and multiple classification schemes on genes and pathways [76, 77]. In general for bioinformatics research, sharpened quantitative skills built jointly with formative experiential training are needed for analyses that are both powerful and accurate. Beyond the elegance of math, which has a commercial benefit for members of the workforce [78], the need for computational thinking [79] and software carpentry [80, 81] to work with the heterogeneity of biological data continues to rise.

Interactive workflows represent the non-automated aspect of human-mediated computational analysis upon which pipelines can be selectively invoked or synthesized into larger constructs. Several trends indicate emerging directions for bioinformatics workflow tools. Web-based systems continue to increase [82, 83, 84, 85]. For the navigation and assembly of data sets across different spans of data, data-mart type approaches are a common technique of many web-based systems [86, 87, 88, 89]. The new wave of cloud-based tools is expected to further reduce maintenance overhead and invigorate the availability of bioinformatics resources [90]. Many of the client-side graphical user interface tools that remain most popular are built with cross-platform languages (e.g., java) and have a user and development community active enough to support predictably high levels of usage and reliability across different operating system platforms [91, 92, 93, 94].

The interplay between non-automated workflows versus pipelines, which are fully automated computations, relates in part to how one person's science is another person's technology. A classic exposition of this science versus technology divide is on the topic of statistics [95, 96], but this divide carries forward into protocols and algorithms involved with separation science and annotation of biomolecular data sets such as DNA, RNA, proteins, and metabolites. Within institutions, a common approach for bringing together an overall ensemble of expertise has been with service-oriented cores which act as community knowledge bases. Across institutions, consortia have been playing a leading role in shepherding larger-scale efforts, typically with an agenda for greater comprehensiveness of data collection and annotation. These consortia have had greatest activity for model organisms such humans [97] and mice [98]. Other consortia like the Human Microbiome Project have recently emerged to chart the combinatoric complexity of communities and coevolutionary change [99]. Industry is becoming increasingly involved in establishing workflow tools that build upon applications released by commercial and non-commercial developers [100]. Recent developments from non-commercial funding agencies have sought to advance integrative data analysis approaches with, for instance, the Department of Energy Systems Biology Knowledgebase [101] and the increasing commitment of the National Institutes of Health for translational medicine [102]. In summary, productive outcomes in big data biology require an in-depth commitment to training across the life science and computational science disciplines, attentiveness to the architectural options for workflows and pipelines, and organizational means for support of the enterprise.

7. Discussion and Conclusion

The degree by which new methods may keep pace with large biological data sets remains to be seen. Considering the explosion and variety of new bioinformatics data resources and technologies that have been produced in the past ten years, it is difficult to predict the next ten years. Fifteen years ago, it was a multiyear, multibillion dollar triumph to sequence a single human’s genome, but new technologies may soon allow for the sequencing of a human genome for $1,000 within two hours [103]. Beyond the goal for obtaining a comprehensive range of genomic sequencing data across life’s diversity, other challenges include the analysis of whole populations within their ecosystems, the accurate annotation of gene functions, and the modeling gene product interactions with other cellular components. The near future may further involve fantastical scenarios of bioinformatics resources driving the accelerated development of artificial changes to life in the area of synthetic biology [104]. A sobering reminder of current limitations in bioinformatics is that, despite the large amount of
bioinformatics research performed on humans, analysis and interpretation remains incomplete. Genome-wide association studies (GWAS) have been able to account for only a fraction of the heritability of various human traits [105]. For both now and as may be expected for the future, the increasing volume of large biological data sets is running parallel to an ongoing upheaval in laboratory and computational technologies.
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